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Abstract

E-variables are nonnegative random variables with expected value at most one un-
der any distribution from a given null hypothesis. Every nonasymptotically valid test
can be obtained by thresholding some e-variable. As such, e-variables arise naturally in
applications in statistics and operations research, and a key open problem is to charac-
terize their form. We provide a complete solution to this problem for hypotheses gener-
ated by constraints—a broad and natural framework that encompasses many hypothesis
classes occurring in practice. Our main result is an abstract representation theorem
that describes all e-variables for any hypothesis defined by an arbitrary collection of
measurable constraints. We instantiate this general theory for three important classes:
hypotheses generated by finitely many constraints, one-sided sub-1 distributions (includ-
ing sub-Gaussian distributions), and distributions constrained by group symmetries. In
each case, we explicitly characterize all e-variables as well as all admissible e-variables.
Numerous examples are treated, including constraints on moments, quantiles, and con-
ditional value-at-risk (CVaR). Building on these, we prove existence and uniqueness of
optimal e-variables under a large class of expected utility-based objective functions used
for optimal decision making, in particular covering all criteria studied in the e-variable
literature to date.

1 Introduction

Fix a measurable space X and let M; denote the set of all probability measures on X.
Suppose we observe a random datum X with values in X', and consider the null hypothesis
that the distribution of X belongs to some set of probability measures P C M. An e-variable
for P is a nonnegative (possibly infinite) random variable whose expected value under every
distribution in P is at most one. The set of all e-variables for P is denoted by &:

&= {all measurable h: X — [0, 00| such that / hdp <1 for all u e 77} .
X

E-variables have recently been recognized as fundamental objects in a variety of hypothesis
testing and inference problems. A rapidly growing body of work uses e-variables as the
basis for solving a wide range of problems in statistics and operations research, such as
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multiple testing, A/B testing, and sequential anytime-valid inference, just to mention a few.
Some recent papers include Wasserman et al. (2020); Vovk and Wang (2021); Shafer (2021);
Griinwald et al. (2024); several other key references appear later in this paper.

To see why e-variables are fundamentally connected to hypothesis testing, observe that
every e-variable for P yields a nonasymptotic level-a test for P: we reject the null when the
e-variable exceeds 1/a. Markov’s inequality implies that the type-I error of such a test is at
most a. Conversely, it is known that every level-a test for P can be recovered by thresholding
some e-variable at 1/a. Consequently, a description of all e-variables leads to a description
of all valid tests. Further, it is desirable to identify e-variables that lead to powerful tests.
Standard notions of power for e-variables are based on expected utility under an alternative
hypothesis (Shafer, 2021; Griinwald et al., 2024; Larsson et al., 2025), and finding powerful
e-variables amounts to solving optimization problems over the set £. In addition to their
importance for statistical analysis, solutions to these problems serve as input for optimal
decision making.

For these reasons, it is of interest to characterize £. Indeed, a characterization of £ is
effectively a characterization of the set of all tests for P. Furthermore, a low-dimensional
parameterization of £ simplifies the task of finding optimal e-variables.

In this paper we characterize all e-variables for sets P that are described by constraints.
The constraints we consider can be viewed as generalized moment constraints, meaning that
certain functions of the observed data must have nonpositive expectation. This is a very
natural class, especially in nonparametric settings. For example, it is common to test whether
some functional, such as the mean or variance, lies in some range; this is a constraint. It is
also common to specify classes of distributions whose moments or supports are restricted in
some way; these are also constraints. Thus, the classes P considered in this paper are quite
general, and special cases of such “constrained hypotheses” have been frequently considered
in the literature. Our work characterizes all possible e-variables for such classes, without
restrictions on the constraints (there could be uncountably many, they can be discontinuous
functions, etc.) and without restrictions on the underlying measure space (we do not require
any topological properties such as compactness, closedness, finite dimensionality, etc.). In
a nutshell, our main results show that every e-variable can be expressed in terms of conic
combinations of the constraint functions.

While we will cite papers that study special cases of P in later sections of the paper
that instantiate our general results, we note that the only general attempt to characterize e-
variables for constrained hypotheses appears in a recent work by Clerico (2024). Among our
contributions are greatly generalized versions of the results in that paper. For example, two of
their most important restrictions are that X’ is a closed subset of R™ and that constraint func-
tions are continuous, both of which we do not need. Their paper has other minor restrictions,
for example they disallow e-variables from taking the value 400, and they need 0 to be in the
relative interior of the convex hull of the constraints; we avoid these. Their Lemma 4 shows
that these restrictions imply that P must include distributions that put mass on arbitrary
points in A’; our Theorem 3.10 allows imposing a reference measure like Lebesgue. Finally,
and critically, they handle only finitely many constraints. We would also like to highlight the
nonasymptotic nature of our work. This is in contrast to, for example, Romano et al. (2014),
who design asymptotically valid tests for finitely constrained hypotheses.

Lastly, although we frame our results as being about a single observation from the sample



space X, we haste to emphasize two things. First, this “single observation” could be a finite
or infinite sample, say if X = R™ or X = R*, and our results still apply. Second, given
an e-variable h(x) for P, the product [[; h(X;) is an e-variable for any ii.d. sequence
X1,..., X, sampled from a distribution in P. More generally, it is an e-variable provided
that for all 4, the conditional distribution of X;;; given Xi,...,X; belongs to P. Thus
our results immediately yield explicit e-variables in these settings as well, although we do
not characterize all e-variables in this case. This and other challenging open problems are
discussed in Section 10.

Paper outline. Section 2 formally defines hypotheses generated by constraints, introduces
the mathematical setting needed to analyze them, and presents the main result of this paper,
Theorem 2.2, which gives an abstract description of the set of all e-variables for any hypothesis
generated by constraints. An important role is played by the theory of dual pairs of vector
spaces, and in particular the notion of weak closure; we review these in the appendix.

Sections 3-5 instantiate the abstract theorem for three particular hypothesis classes of
practical interest. In Section 3, hypotheses generated by finitely many constraints are con-
sidered. The main results are Theorem 3.1 and Corollary 3.3, and several special cases are
discussed thereafter. Section 4 tackles an important and general class of distributions gener-
ated by uncountably many constraints, that of one-sided sub-v distributions, which includes
the well-studied sub-Gaussian case. The main result is Theorem 4.3. Section 5 is devoted
to another nontrivial and general class of distributions, those that are constrained to remain
invariant under a group of symmetries (such as exchangeable distributions). The main results
are Theorems 5.5 and 5.6.

Up to this point in the paper, the focus is on obtaining explicit descriptions of the set
of all e-variables for a given hypothesis. However, in statistical applications one wishes to
work with admissible e-variables whenever possible. This is the topic of Section 6, where
minimal complete classes of (admissible) e-variables are introduced. It is shown that such
classes do not exist in general, but do exist in the setting of this paper under mild additional
assumptions. The main result is Theorem 6.5.

Section 7 tackles the problem of finding optimal e-variables for finitely generated and sub-
1) hypotheses. For a general class of objective functions, existence of optimizers is established
in Theorems 7.3 and 7.4, and a simple uniqueness criterion is provided in Theorem 7.6.
These results cover all objective functions studied in the e-variable literature to date, as well
as criteria such as the continuous variational preferences of Maccheroni et al. (2006). The
results in this section depend crucially on the representation theorems developed earlier.

The last part of the paper contains further discussion and amplifications. Section 8 stud-
ies hypotheses that are unions of hypotheses generated by constraints. A nontrivial example
involving conditional value-at-risk (CVaR) illustrates its utility. Section 9 considers hypothe-
ses with a relaxed integrability condition. It is shown that for finitely generated hypotheses,
this relaxation makes no difference to the set of associated e-variables, but leaves an open
question in the infinite case. Section 10 concludes with a discussion of further open problems.
Appendix A contains some basic results from topology and functional analysis that are used
in the paper, for example providing background for our convergence results that rely on nets
instead of sequences, and reviewing a key bipolar theorem that underlies our main results.



Notation. We denote by £ and M the space of all real-valued measurable functions and
finite signed measures, respectively, on our measurable space X. We write |u| for the total
variation measure of any p € M. Given a subset P C M (the probability measures on X),
we say that a measurable set A C X is P-negligible if u(A) = 0 for all u € P. A pointwise
property of a function f € L holds P-quasi-surely, abbreviated P-q.s., if the set where it fails
is P-negligible. A function f € L is called a P-version of another function g € L if f = g,
P-q.s. For subsets A, B of a vector space, we write A — B ={a—b: a € A,b € B}. The set
of natural numbers is N = {1,2,...}.

2 Hypotheses generated by constraints

Definition 2.1. A constraint set is any nonempty set of functions ® C L. The elements of
® are called constraint functions. The hypothesis generated by ® is the (possibly empty) set
‘P of probability measures given by

P:{ME./\/M:/|f|d,u<ooand/fd/LgOforallfG(I)}. (2.1)
X X

Although the hypothesis P is defined through inequality constraints, it is easy to encode
equality constraints by letting ® contain both f and —f. Given a constraint set ® and the
hypothesis P that it generates, we define the vector spaces

E‘P:{feﬁz/|f|d,u<ooforallue73},

X

Mq’:{ue/\/l:/|f|d\,u\<ooforallf€£q’}.
X

These spaces serve as a useful arena for our theory because £® contains all bounded measur-
able functions, all constraint functions, and all (finite) e-variables. Moreover, M?® contains
the hypothesis P and all Dirac measures, and its elements integrate all the functions in £®
by construction. It is also convenient to introduce the quasi-surely positive cone,

@ o,
L, ={feL” f>0, P-qs.},

with subscript “p” for “positive”, as well as the set of functions in £® that are nonnegative
everywhere,

Le={fecL’ f>o0}

These two sets are different in general. Finally, we define

C = cone(P) — EE. (2.2)
This is the convex cone consisting of all functions that are quasi-surely dominated by a conic
combination of constraint functions. In symbols, C consists of all f = g — h with g € cone(®)
and h € Eg’ , or equivalently, f < g, P-q.s. Note that cone(®) denotes the set of all (finite)
conic combinations of elements of ®, and as such is convex.

The elements of C have nonpositive expectation under every measure in P. The following

result shows that the weak closure of C actually consists of all functions in £® with this



property. This immediately leads to a description of the set of all e-variables for P. Here the
weak closure refers to the topology (L%, M?®) induced by the dual pairing (f, ) = fX fdu;
see Appendix A.2.

Theorem 2.2. (i) A function f € L® satisfies Sy fdp <0 for all € P if and only if f
belongs to C, the weak closure of C.

(ii) In particular, the set & of all e-variables for P consists precisely of those [0, oo]-valued
measurable functions that are P-q.s. equal to 1 + f for some f € C.

Proof. Let us first confirm that the bilinear form (f, u) = [ y fdu separates points. Indeed, if
p € M® is fixed and (f, ) = 0 for all f € £L®, then by taking f = 14 for any measurable set
A C X, we see that u = 0. If instead f € L is fixed and (f, ) = 0 for all u € M?®, we may
take p = 0, for any x € X to see that f = 0. With this out of the way we may proceed with
the proof of the theorem.

(i): The bipolar theorem states that C°° = C; see Theorem A.2. This is actually the
desired conclusion because, as we show next,

Cooz{feﬁq):/fduSOforall,uEP}.
X

This representation of C°° follows directly from the identity C° = R, P, which we now prove.
(Here R, P refers to the set of nonnegative multiples of elements of P.) For the forward
inclusion, consider an element pu € C°. Since —14 € C for every measurable set A we have
p € My, and since ® C C we have [, fdu < 0for all f € ®. Thus 4 is a nonnegative multiple
of an element of P. Conversely, if i is a nonnegative multiple of an element of P, then for any
function f € C, say f =g — h with g € cone(®) and h € L, we have [, fdu < [ gdu <0,
and hence p € C°. Thus C° = R, P, and the proof is complete.

(ii): Since every e-variable is P-q.s. equal to a finite e-variable, and since £® contains all
finite e-variables, the claim is immediate from (i). O

Remark 2.3. Although & is assumed to be nonempty, P may be empty, and Theorem 2.2 still
applies. In this case, £ is the set £ of all measurable functions f. The condition S Fdp <0
for all u € P is vacuously satisfied by every such f, so the theorem states that C equals all
of £. This can also be seen directly: if P = () then every measurable set A C X is negligible,
thus Lf: = L* = £, and C = cone(®) — Cg = L (recall that ® is nonempty).

Remark 2.4. A hypothesis generated by constraints will not admit a reference measure in
general. However, if a desired reference measure [ is given, one can ensure that every u € P
satisfies p < i simply by augmenting ® with all functions 14 where A is a g-nullset. At the
end of Section 3 we discuss this construction in the context of finitely generated hypotheses,
see especially Theorem 3.10.

For later use we record the following basic property of the quasi-surely positive cone.
Lemma 2.5. Eg’ is weakly closed.

Proof. We claim that

ﬁg):{feﬁ(b:/de,uEOforallueMiWithu<<77}, (2.3)
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where Mf is the set of nonnegative elements of M®, and p < P means that pu(A) = 0 for
every P-negligible set A. The forward inclusion “C” is clear. For the reverse inclusion “27”,
consider some f ¢ ﬁg’ . Then the set Ay = {f < 0} is not P-negligible, and hence v(Ap) > 0
for some v € P. Define u = v(- N Ap). Then u belongs to M$ and p < P (indeed, p < v).
But [, fdu < 0, so f does not belong to the right-hand side of (2.3). This establishes (2.3)
and shows that Eg’ is an intersection of sets of the form {f € L£®: fX fdu > 0}. Since
= y fdp is weakly continuous, all these sets are weakly closed, and thus so is £g’. O

3 Finitely generated hypotheses

Consider a finite nonempty constraint set,

¢ = {917-"1gd}7

and let P be the hypothesis generated by ®. The constraint functions must be real-valued
and measurable, but can otherwise be completely arbitrary.

Theorem 3.1. A function f € L® satisfies fX fdp <0 for all p € P if and only +f

d
<Y mg, Pegs.
=1

for some m = (my,...,mq) € Ri. In particular, the set £ of all e-variables for P consists
precisely of those [0, 0o]-valued measurable functions which are P-q.s. dominated by

d
1+ Zﬂ'igi
=1

for some m = (m1,...,mq) € ]le_.

Before giving the proof, we introduce some terminology. The support of a vector p € R‘i is
the set supp(p) = {i: p; > 0}. An index set I C {1,...,d} is called redundant if there exists
some nonzero p € R‘i with supp(p) C I such that Z?Zl pigi = 0, P-q.s. Note in particular
that the empty set I = () is not redundant. Note also that the set of vectors whose supports
are not redundant,

K = {7’[’ € R% : supp(r) is not redundant} , (3.1)

is closed. Indeed, if m, € K converges to some m € R%, then supp(m) C supp(m,) for all
sufficiently large n. Since the latter are not redundant, neither is the former, so 7 € K.
Finally, recall the set C = cone(®) — Lg’ introduced in (2.2).

Lemma 3.2. Every ¢’ € cone(®) has a P-version g = Z?:l mig; for some w € K. Thus
every f € C is of the form f =g —h with g = Z?:l mig; for some m € K and h € Eg),

Proof. Consider any ¢ = Z;‘i:l mlg; € cone(®) with 7’ € Ri. To see that ¢’ has a P-version
g = Zgzl m;g; for some m € K, suppose m' does not already belong to K, meaning that



supp(n’) is redundant. Let p € R% be as in the definition of redundant. Then there exists
e > 0 such that 7" = 7’ — £p belongs to R% and satisfies supp(n”) C supp(n’). Note that
Soimlgi = >, mhgi, P-q.s. If supp(n”) is not redundant, we take 7 = 7. Otherwise we
repeat the process, each time reducing the size of the support. Since the empty set is not
redundant, we must eventually reach a representation in terms of a vector @ whose support
is not redundant. This proves the first statement of the lemma. For the second statement,
consider any f = ¢’ —h' € C with ¢’ € cone(®) and I’ € L'g). Let g = Zgzl m;g; be a P-version
of ¢’ with 7 € K and note that f = g — h where h = h/ + g — ¢’ still belongs to ﬁg’. O

Proof of Theorem 3.1. We will show that the set C in (2.2) is already weakly closed; the result
then follows from Theorem 2.2. We will prove closedness by showing that the limit of any
convergent net in C is again an element of C. Nets are generalizations of sequences, and are
required for checking closedness in certain topological spaces. For the benefit of readers who do
not work with nets regularly, we review the basic definitions and properties in Appendix A.1.
Readers who are not familiar with nets may replace ‘net’ with ‘sequence’ and ‘a’ with ‘n’
everywhere below without losing any essential ideas. This modification of the proof would
show that C is sequentially closed, but this does not imply closedness in general. For this
reason the actual proof uses nets. We now turn to the details.

Consider a net (f,) in C that converges weakly to some f € £®. We must show that
f € C. Thanks to Lemma 3.2, for each o we have f, = g0 — ha, Where g, = Z?Zl Ta,igi for
some 7, € K and h, € Eg’ . We claim that the real-valued net ||7q|| = mq,1 4+ - - +7Tq ¢ cannot
converge to infinity. Assume for contradiction that it does, and write

d

- h
Yo T g Ja__ _ Pa (3.2)
— 1+ ||l L4 Imall - 1+ (7ol

Since 7o /(1 + ||74]|]) is a bounded net in R, we may pass to a subnet and assume that it
converges to some limit p € R? | which then satisfies ||p|| = 1. Each 74/(1 + ||74]||) belongs to
the closed set K, so p does too. Since the vector space operations are weakly continuous, the
first term on the left-hand side of (3.2) converges weakly to 2?21 pigi- Next, for any p € M®
we have (fq, ) — (f, 1) and hence

fu >: | ;
<1+H7rau’“ T [l o) = 0

Thus the second term on the left-hand side of (3.2) converges weakly to zero. Overall, the
left-hand side converges to Z?Zl pig;, and we conclude using Lemma 2.5 that this quantity is
nonnegative, P-q.s. On the other hand, we have

d d
pigidp = > pi / gidp <0

for every p € P. Thus Zle pigi = 0, P-q.s., which contradicts the fact that supp(p) is not
redundant. We conclude that ||7,| cannot converge to infinity.

Since ||, || does not converge to infinity, it admits a convergent subnet, which we again
denote by m,. Denote the limit by m € Ri. It follows that g, converges to g = 2?21 i,



and then that hy, = g4 — fo converges to h = g — f. The latter belongs to Eg’ since this set
is weakly closed thanks to Lemma 2.5. We conclude that f = g — h € C, showing that C is
weekly closed, as required. O

An immediate consequence of Theorem 3.1 is the following generalization of a result of
Clerico (2024, Theorem 1). Here an e-variable h is called admissible if whenever another
e-variable I/ satisfies b’ > h, P-q.s., we actually have b/ = h, P-q.s. (See also Section 6 for
further discussion of admissibility.)

Corollary 3.3. Every admissible e-variable is P-q.s. equal to

d
1+ Zﬂ’igi
=1

for some 7 in the set

d
% = {7’[’ E]R‘i: 1+Z7Tigi >0 P—q.s}.

=1

Conversely, every function of the above form is an admissible e-variable provided ® satisfies
the following constraint qualification:

If g,g' € cone(®) and g < ¢, P-q.5., then g = ¢, P-q.s. (3.3)

Proof. The first part is immediate from Theorem 3.1. For the second part, fix an e-variable
of the form 1 + g, where g = 2?21 m;g; for some 7 € II®, and consider any e-variable h that
P-q.s. dominates 1 4+ g. We must show that h = 1+ g, P-q.s. By Theorem 3.1, h is P-q.s.
dominated by an e-variable of the form 1 + ¢/, where ¢’ = Zle m.g; for some 7' € R%. We
thus have 1+ ¢ < h < 1+ ¢, P-q.s. The constraint qualification (3.3) now yields g = ¢/, and

hence h = 1+ g, P-q.s. This shows that h is admissible. O

Remark 3.4. In Corollary 3.3 we could further restrict 7 to the set Ky = K N II® with K
given in (3.1); see Lemma 3.2. This is noteworthy because, as we show in Lemma 7.2 below,
the set Ky is compact. This significantly simplifies the problem of finding optimal e-variables,
and is discussed in detail in Section 7. It is worth mentioning that, is practice, II® itself is
often already compact.

As another corollary, we are able to describe all admissible nonasymptotically valid tests
for P. Here a level-a test for P, where o € (0,1), is a [0, 1]-valued measurable function ¢
such that [ v pdp < a for all u € P. The test ¢ is admissible if whenever another such test
¢ satisfies ¢’ > ¢, P-q.s., we actually have ¢’ = ¢, P-q.s.

Corollary 3.5. Fiza € (0,1). Every admissible level-« test ¢ for P admits the representation
p=1A(a+ Z?:l 7:gi), P-q.5., for some w € 11,

Proof. Note that ¢/« is an e-variable for P, and is thus P-q.s. dominated by some e-variable
of the form h = 1+ Zle mig; with 7/ € TI?. Define ¢’ = 1 A (a + Z?:l amlg;). Then
¢ > ¢, P-q.s., and, thanks to the e-variable property, ¢’ is a level-a test for P. Since ¢ was
admissible, ¢’ = ¢, P-q.s. Setting m = an’ we get the claimed representation. O



The representation in Corollary 3.3 is useful because the set II® can be described explicitly
in various cases of interest. The following simple, yet interesting, example illustrates this; see
Agrawal et al. (2020, 2021a); Clerico (2024); Wang and Ramdas (2023); Fan et al. (2025) for
more details.

Example 3.6. We take X = R and let P consist of all zero mean distributions with standard
deviation bounded by a positive number o. This hypothesis is generated by the constraint set
® = {z,—z,2% — 0}, Thus I® consists of all (m1,m2,m3) € R3 such that 1 + (m — ma)z +
n3(x? — 02) > 0 for all x € R. (The only P-negligible set is the empty set, which is why the
inequality must hold for all x.) It is natural to re-parameterize in terms of & = 1 — w2 € R
and B = w30% € Ry, constrained to satisfy 1+ax+B(x? /0% —1) > 0 for all x € R. Minimizing
over x and requiring that the minimum value be nonnegative, one arrives at the constraint
o2a? + (28 —-1)2 <1 on a, B. We conclude that every admissible e-variable is of the form

2
1+am+[3(§2—1), zeR, (3.4)
for some (o, B) inside the ellipse determined by o?a® + (28 —1)? < 1. Note we do not have
to impose B > 0 separately, since this is already implied by the ellipse constraint. Finally, ®
satisfies the constraint qualification (3.3). Indeed, if ax + B(x?/0? —1) > o'z + ' (z?/0? — 1)
for all x € R, we first take x = +o to get a = o, and then (say) x = 0 and © = 20 to get
B = p'. Consequently, every function of the form (3.4) is an admissible e-variable.

The fact that the constraint functions are not required to satisfy any kind of continuity
or other regularity conditions beyond measurability is sometimes useful, for instance in the
context of quantiles.

Example 3.7. We continue to take X = R. Fiz o € (0,1) and q € R, and let P consist
of all distributions p whose a-quantile is at most q, meaning that u((—oo,q]) > «. This
hypothesis is generated by the single constraint function o — 1(_o g(w). Since this function
takes both positive and negative values, the constraint qualification (3.3) holds. Thus the
admissible e-variables are the functions 1+ m1(a — 1(_og g(x)) with m € [0,(1 — )] to
ensure nonnegativity.

The following example is common in the recent literature involving the mean of a bounded
random variable.

Example 3.8. Take X = [0, 1] and let P consist of all distributions whose mean is at most
a given constant m € (0,1). This hypothesis is generated by the constraint function x — m,
and the constraint qualification (3.3) holds. Thus, the admissible e-variables are the functions
1+ mi(z —m) with 7 € [0,1/m] to ensure nonnegativity. If we further add the constraint
function m — x, then the resulting (smaller) class P consists of those distributions with mean
equal to m. In this case, the admissible e-variables have the same form, but with m; € [—1/(1—
m),1/m].

In particular, this recovers the class of e-variables used in Waudby-Smith and Ramdas
(2024); Larsson et al. (2025); Orabona and Jun (2023); Clerico (2025). A minor variant of
Example 3.6 shows that without the boundedness assumption, there do not exist any nontrivial
e-variables.



Example 3.9. Toke X = R and let P consist of all distributions whose mean exists and equals
zero. This hypothesis is generated by the constraint functions x and —z, and the constraint
qualification (3.3) holds. Thus, the admissible e-variables are the functions 1 + (m — m)x =
1 + ax, where we reparameterize in terms of & = m; — mo € R as in Example 3.6. We must
choose v so that ax is nonnegative for any x € R. This immediately implies o = 0, showing
that the e-variable equal to one is the only admissible e-variable in this class (and all other
e-variables must be less than or equal to one). The same argument shows that the hypothesis
of a well-defined and nonpositive mean, generated by the single constraint function x, also
only admits trivial e-variables.

We end this section with a brief discussion of reference measures, building on Remark 2.4.
In addition to the constraint set ® = {g1,..., 94}, suppose a desired reference measure [ is
given. We are interested in the hypothesis

7= {n€P:p < fi}.

Note that Pj; is generated by the augmented constraint set ®; = ® U {14: u(4) = 0}.
Moreover, functions which are zero fi-a.e. are actually Pz-negligible, including all conic com-
binations of the constraint functions 14 with fi(A) = 0. Therefore the set C in (2.2), with &,
in place of ®, consists of all functions of the form f = 2?21 mig; —h with mq,...,mqg € Ry
and h > 0, Pz-q.s. With this observation in hand we obtain the following result, whose proof
is word for word the same as that of Theorem 3.1 (including the proof of Lemma 3.2) and
Corollary 3.3, replacing only ® with ®; and P with Pj.

Theorem 3.10. The statements of Theorem 3.1 and Corollary 3.3 remain true with ®; and
Py in place of ® and P.

4 One-sided sub-vy distributions

Fix a closed convex function ¢: R — R U {co} whose effective domain dom(t)) is either
[0, Amax) for some Apax € (0,00], or [0, Amax] for some Apax € (0,00).) We assume that )
is nonnegative and that ¢ (0) = 0. Key examples include cumulant generating functions of
zero-mean distributions, modified to take the value infinity on the negative half-line. More
generally, ¥ could be a CGF-like function in the terminology of Howard et al. (2020, 2021).
Our goal is to describe the e-variables for the hypothesis consisting of all distributions of the
following kind, whose usage stems back to the work of Cramér (1994) (originally 1938) and
Chernoff (1952).

Definition 4.1. A probability measure p € M;(R) is called (one-sided) sub-1 if its cumulant
generating function is bounded above by v, that is,

/ M pu(dz) < e?™ for all A € dom(1).
R

!The effective domain is the set dom(t)) = {\ € R: ¥()\) < oo} where 1 is finite. That v is closed means
that its epigraph {(\,y) € R x R: 9(\) < y} is closed. For our %, this just says that v is continuous at Amax
(if this is finite) and at 0.
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For example, when 1(\) = 02A?/2 and Apax = 00, the measure is called o-sub-Gaussian
in the sense that its (right) tail is lighter than that of a centered Gaussian with variance 2.
The sub-1 property in Definition 4.1 is “one-sided” in the sense that no condition is imposed
for negative values of A. Several of the proofs below make use of this property. To simplify
terminology we will usually omit the qualifier “one-sided”.

The convex conjugate of 7 is the convex function ©* given by

P*(x) = sup{A\z —y(\)}, =z e€R.
AER
Since ¥(0) = 0, ©* takes values in [0, co]. Moreover, because 1) is nonnegative and 1(\) = oo
for A < 0, we have ¢*(x) = 0 for z < 0. Thus the effective domain dom(1)*) contains the
negative half-line.

Lemma 4.2. Every sub-iy distribution is concentrated on dom(y)*).

Proof. This follows from the well-known fact that any sub-t distributed random variable X
satisfies the Chernoff tail bound P(X > z) < e ¥ ®) for all . Indeed, if dom(y*) = R
there is nothing to prove. Otherwise, let T < oo denote the right endpoint of the interval
dom(¢*). If 7 ¢ dom(v)*), then *(Z) = oo and hence P(X > z) < e %" (® =0, s0 that X is
concentrated on dom(+*). If Z € dom(¢*), then P(X > Z) = lim, ; P(X > 2) = 0, showing
that X is concentrated on dom(¢*) in this case too. O

Thanks to Lemma 4.2, any sub-t¢ distribution can be regarded as a probability measure
on dom(y*). We thus take X = dom(y*) with its Borel o-algebra. Consider the infinitely
many (even uncountably many) constraint functions

gr(x) = MY — 1w e dom(y),
indexed by A € dom(v)). The hypothesis generated by these functions is
P ={pe M;i: pis sub-1p}. (4.1)
If Amax 18 not already in dom(v)), we include the additional constraint function

Prow(@) = I _gr(@), x € dom().

The limit exists and is finite because X — Az — 1()\) is concave and —1 < gy(z) < e¥" (@) — 1.
Fatou’s lemma implies that [, gx,..du < 0 for any sub-¢ distribution s, so gy, is redundant
in the sense that including it does not alter the generated hypothesis P in (4.1). It does,
however, play a role in the representation theorem below. Note that the constraint functions
g are now indexed by the compact set

A= [07 )\max]

(where we stress that A\pax may be infinity), and the maps A — gy(x) are continuous on A
for every x € dom(¢)*). Our full constraint set is

O ={gr: A€ A}

11



Theorem 4.3. (i) A function f € L* satisfies Sy fdp <0 for all pp € P if and only if

flz) < /AgA(x)w(d)\), x € dom(¢*),

for some m € My (A).

(ii) The set € of all e-variables for P consists precisely of those [0, 00]-valued measurable
functions that are pointwise dominated on dom()*) by

/ AT YN r(d))
A

for some m € My(A). (Note that w is a probability measure here. Moreover, if Amax ¢
dom(1)), the integrand for this value of X is understood as limypy,,,, X ¥Y).)

Just as in the finitely generated case (see Corollary 3.5), we obtain a description of all
admissible tests for P. We do not repeat the proof.

Corollary 4.4. Fiza € (0,1). Every admissible level-a test ¢ for P admits the representation
e(x) =1A [, aer YN (d)) for x € dom(y*) for some m € My(A).

We now give a brief roadmap of the proof of Theorem 4.3, introducing some notation
along the way. The most involved part of the proof is to show part (i). Once this has been
done, the proof of part (ii) is straightforward.

To deduce Theorem 4.3(i) from Theorem 2.2(i), it suffices to show that the weak closure
C of the set C = cone(®) — Eg’ in (2.2) is equal to G — L2, where we define the convex cone

G = { /A gam(dN): T € M+(A)} . (4.2)

By considering finitely supported measures 7, one sees that G contains cone(®). Moreover, it
is shown in Lemma 4.6 below that the only P-negligible subset of dom(¢*) is the empty set,
and hence Eff = Lf. Thus C C G — Ej}i. On the other hand, for any g = [, gam(d)\) € G and
1 € P we have from Tonelli’s theorem that

/X g(w)u(d) = /A /X g (@)u(d)m(dN) < 0.

This shows, first, that G is indeed a subset of £®. It also shows, via the forward implication
of Theorem 2.2(i), that G — £? C C. In summary, we have

ccg-LYcc.
Therefore, to show that G — L2 =Citis enough to show that
G — LY is a(L®, M®)-closed. (4.3)

This is the heart of the matter, and the proof relies on a closedness criterion for convex subsets
of Banach space duals known as the Krein—Smulian theorem (see Appendix A.3).
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Unfortunately the Krein-Smulian theorem cannot be applied directly, because £ is not
the dual of a Banach space. Instead, we first endow £® with a slightly weaker topology than
o(L®%, M®), which allows us to embed it into a larger space that is the dual of a Banach
space. Checking closedness in the weaker topology can now be done using the Krein-Smulian
theorem. As we show below, this amounts to checking that for each r € R4, the subset
G ={g9g € G: g > —r} C G of elements uniformly bounded below by r is compact. This
turns out to be fairly straightforward, because G, is a continuous image of the compact set
{m € M4(A): 7(A) < r} equipped with the usual weak topology coming from duality with
the continuous functions on A.

The details of this argument depend on several preliminary results.

Lemma 4.5. Let xy € dom(y*). There exists yo > 0 such that for any p € [0, %6*1/’*(:”0)] and
Yy > Yo, the probability measure v = pdy, + (1 — p)d_go—y s sub-1).

Proof. Define

FOup,y) = / AT () = pe T R) 4 (] = p)e a0ty ()
X

If o < 0, the right-hand side is bounded by one for any p € [0,1], ¥y > —xz¢, and A € R,

recalling that ¢ is nonnegative and that ¥)(\) = co for A < 0. Thus v is sub-t), and we may

take yg = —xp.

Consider now the case zg > 0. We have f(\, 3,1) = 1(e*®0 + e=A@0+D)e=¥(N | which is
strictly decreasing with respect to A in a right neighborhood of zero. This is because v is
nondecreasing on [0, c0), being a nonnegative convex function, and % |n—o (M0 e AM@ot1)) —
—1. Moreover, f(O,%,l) = 1, so there exists some \g > 0 such that f(\, %,1) < 1 for all
A € [0, Ag]. For p € |0, %] and y > 1, f(A, p,y) is nondecreasing in p and nonincreasing in vy,
so it follows that f(A,p,y) <1 for all such p and y, provided A € [0, \g].

For A > Ao, p € [0, %6_“/’*(””0)], and y > 1, we have the bound f(\,p,y) < %+6_>‘0($0+y)_¢(>‘0).
This uses that xp > 0 and that v is nondecreasing on [0, 00). The right-hand side is bounded
by one for all y > yo, where we may take yo = max{1, \;'(log(2) — (X)) — #o}. In sum-
mary, we have the sub-¢) inequality f(A,p,y) < 1 for all A € R, provided p € |0, %e*d’*(xo)]
and y > 1g. O

Lemma 4.6. The only subset of dom(1)*) that is P-negligible is the empty set.

Proof. Let A be any nonempty measurable subset of dom(v¢*) and pick zy € A. Lemma 4.5
yields a sub-v distribution that charges xg. Thus A is not P-negligible. O

Lemma 4.7. Every f € L® satisfies SUPcdom(y+) |f(@)]e ¥ ®) < .

Proof. We prove the contrapositive. Let f be measurable with sup,ecdom(y+) |f (z)]e~ " (@) =

0o. Then for each n € N, there exists z,, € dom(¢*) such that |f(z,)| > 2"e¥ (*n). Further-
more, Lemma 4.5 yields y, > 0 such that the probability measure v, = prdz, +(1—pn)0—z,—y,
with p, = %e_l/’*(x") is sub-1). Then so is the mixture y =) 27 "v,. On the other hand,

T T) = -n z) v, (dz) > onl f(zn)| > ne¢*(m"):oo.
| 1r@lntan) =2 [ 1p@lvda) = 2wl @)l = 3

neN neN neN

This shows that f does not belong to £%, and completes the proof. O
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Proof of Theorem 4.5(1). We will make use of the space
E={peM: / eV d|u| < oo},
X

which is a Banach space with the weighted total variation norm ||u|| = [, € d|u|. The Banach
space dual E’ is itself a Banach space with the dual norm [|¢||" = sup{e(u): p € E, ||u]] < 1},
and admits the weak* topology o(E’, E); see Appendix A.3. The positive cones of E and F’
are By ={p € E: p>0}and E/, = {p € E": ¢(u) >0 for all p € E,}.

For any f € £L® and p € E we have

/ Fldlul = / Fle?" e diul < sl (4.4)
X X

where ¢y = sup | fle™¥" is finite thanks to Lemma 4.7. From (4.4) it follows that every f € L®
defines a bounded linear functional ¢¢() = [ fdp on E, and we may thus regard L% as a
subspace of E’. In particular, E/ contains G, which is defined in (4.2) and is a subset of £®.
We will show below that

G — E' is o(E', E)-closed. (4.5)

Once this has been done, the proof of Theorem 4.3(i) is completed as follows. Observe that
LN (G — El)=G- LPNE, =G — L2, where the equality £2 N E|, = £$ holds because a
function f € £® is nonnegative if and only if fX fdu >0 for all p € E4. Consequently, (4.5)
implies that G — L% is closed in o(£?, E), which is the trace of o(E’, E) on L®. Now, thanks
to (4.4), E is a subset of M?®. Thus the topology o(L?, F) is weaker than o(£®, M?), and
we conclude that G — Ef is closed in the latter topology as well. This establishes (4.3) and
proves the first part of the theorem.

We are left with proving (4.5). Thanks to the Krein-Smulian theorem (see Theorem A.3),
we only need to show that

(G— E )N B, is o(E', E)-closed for every r € (0, 00),

where B, = {p € E': ||¢|' < r} is the centered closed dual ball of radius . Fix any r € (0, 00).
Let ¢ = g —n € (G — E') N B, be arbitrary, and observe that for any p € EL with [[u| <1
we have

—r < —|lell" < @(u) =/ gdp —n(p) < / gdpu.
X x
By taking pu = 6, we find that g > —r pointwise. We conclude from this that
(G- E,)N B, = (G, — B,)N B,

where G, = {g € G: g > —r}. We will argue that G, is o(E’, E)-compact. This will conclude
the proof because E', and By are both o(E’, E)-closed, the sum of a compact set and a closed
set is closed, and the intersection of two closed sets is closed.

To show that G, is o(E’, E)-compact, we define

K, ={me My(A): m(A) <r},
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where we recall that A = [0, Amax| is compact. Then K, is a compact subset of My (A),
equipped with the usual weak topology induced by duality with the set of real-valued contin-
uous functions on A. Next, define the map

T:7m—T(m)= / grm(dA)
A
from K, to £L® C E’. Here we identify T(7) with the linear functional @p(x) (1) = [5 T(w)du
on E. We claim that
Gr = T(Kr>' (4'6)

The inclusion ‘D’ is clear since gy > —1 for all A\. For the inclusion ‘C’, consider any ¢ € G,,
that is, g = [, gxm(dA) > —r for some 7 € M (A). Now, for all z < 0 and X € (0, Amax], We
have —1 < gy\(z) < 0 and lim,—_ o ga(z) = —1, while go(z) = 0 for all z. The dominated
convergence theorem then yields —r < limy o g(x) = —7((0, Amax]). Thus the measure
7' =7(- N (0, Amax)) belongs to K,, and we have g = [, gan’(d)). This completes the proof
of (4.6).

Next, we claim that T is continuous when E’ is equipped with o(E’, ). This is the initial
topology generated by the maps ¢ — @(u), u € E, so to show continuity it suffices to show
that the composition

wsprn) = [ T@dn= [ [ a@utdom(@y (4.7)

from M4 (A) to R is continuous for every p € E. (We used Fubini’s theorem to interchange
the integrals on the right-hand side of (4.7).) The map A — [, ga(x)u(dz) is continuous
on the compact set A. This follows from the dominated convergence theorem because gy is
continuous in A and dominated in absolute value by e¥” which is p-integrable by definition
of E. Thus by definition of the weak topology on M (A), the map in (4.7) is continuous.
We conclude that T' is continuous, and hence that G, = T(K,) is o(F’, E)-compact. This
completes the proof of Theorem 4.3(i). O

Proof of Theorem 4.3(ii). Consider a [0, co]-valued measurable function A that is pointwise
dominated on dom()*) by [, Ar=¥ N7 (d)) for some m € My (A). Tonelli’s theorem and the
definition of P then yields [ y hdp <1 for all u € P, showing that h is an e-variable.
Conversely, let h be an e-variable and set f = h — 1. Then by part (i) of the theorem,
there is some ' € M, (A) such that f(z) < [, ga(x)7’(dA) for all 2 € dom(y)*). Since
f > —1, the argument after (4.6) with r = 1 yields 7'((0, Amax]) < 1. Thus the measure
m =7'(- N (0, \max]) + (1 — 7'((0, Amax)))d0 belongs to M;(A). Since go(xz) = 0 for all z,
we have [, ga(x)7'(d)\) = [, ga(x)7(dA), and thus h(z) = 1+ f(z) < [, (14 ga(x))m(dN) =
[ XN r(dN), for all z € dom(y). O

5 Distributions invariant under a group of symmetries

Let ¥ be a compact topological group acting (from the left) on the measurable space X'. This
means that every group element o € 3 induces a map x — ox from X to itself, the identity
element of ¥ induces the identity map, and one has (o102)x = o1 (o9z) for all 01,09 € ¥ and
x € X. We assume that the group action is measurable, meaning that the map (o, z) — oz
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is jointly measurable, where ¥ is equipped with its Borel o-algebra. Since ¥ is compact,
it admits a unique left Haar probability measure w. Here are two examples of such group
actions.

Example 5.1. (i) The symmetric group on n elements 3(n) acts on vectors in R™ by
permuting the components. Its Haar probability measure is the normalized counting
measure on %(n).

(ii) The special orthogonal group SO(n) acts on R™ by rotations. Its Haar probability mea-
sure is the uniform distribution on SO(n).

We use the left Haar probability measure 7 to symmetrize measures and to average func-
tions. First, for any measurable function f bounded below, we define its orbit average function

f= by
folz) = /E (0" ) () (do),

where (0*f)(z) = f(oz) is the pullback of f under the map x — ox. Thus fr(x) is indeed
the average of f over the orbit Oy = {ox: 0 € X} of x. Next, there is a dual operation on
measures (we focus on probability measures for simplicity). For any u € M; we define its
symmetrization px € Mj by

i (4) = /E (0ui2) (A)(do),

where (o.u)(A) = u(o~tA) is the pushforward of u under the map x + ox. Here 0 1A =
{o7'z: x € A}. The fact that p, has unit mass is seen by taking A = X and using that x
and 7 both have unit mass. The following lemma records some basic properties of the orbit
averaging and symmetrization operations.

Lemma 5.2. Let f be a measurable function bounded below and let y € M;.
(i) The symmetrization pu, is S-invariant in the sense that oyjixz = pr for all o € X.

(ii) One has the adjoint identity

/Xfwdu=/xfduw- (5.1)

Proof. (i): For any o € ¥ and any measurable set A C X, one has [y u((op) ' A)m(dp) =
Js; w(p~tA)m(dp) thanks to the left-invariance of . The left-hand side equals (o pur)(A) and
the right-hand side equals p;(A), showing that the two are equal.

(ii): Linearity and the definition of pushforward yield [, fdur = [5 [, f(ox)p(dz)n(do)
for every simple function f, and then for every bounded measurable f by the monotone class
theorem. On the other hand, Fubini’s theorem yields [, frdu = [5 [ f(ox)u(dz)n(do) for
bounded measurable f. This shows (5.1) for all such f. For f unbounded above, just apply
(5.1) with f A n in place of f, send n to infinity, and use monotone convergence. O

Remark 5.3. Given the X-invariance property (i) of gy, it is perhaps surprising that the
analogous property does not hold for f; in the sense that o* f; and f; are not equal in general.
They are however equal if 7 is a right Haar measure, since then fr(oz) = fz fr(pox)m(dp) =
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Js fr(px)m(dp) = fr(x), using the right-invariance of 7 in the second step. If the group X
is unimodular, for example, if it is a discrete group, then m is both a left and right Haar
measure, and thus o* f; = fr.

We are interested in describing the set of e-variables for the hypothesis consisting of all
Y-invariant distributions,

P={peMi:pu=o.uforal ceX}.

Such classes, or infinite-sample versions of them, have been studied in many recent works.
For example, testing exchangeability (Vovk, 2021; Ramdas et al., 2022b; Saha and Ramdas,
2024), two-sample and independence testing (Shekhar and Ramdas, 2023; Podkopaev et al.,
2023; Podkopaev and Ramdas, 2023), but there are also papers that study this class in an
abstract and general manner (Koning, 2023; Pandeva et al., 2024) like we do above. We
note the subtle fact that our setting is different from the case where u # o, but o,u € P
whenever p € P, for which the term ‘group invariance’ is also used (Pérez-Ortiz et al., 2024).
The following lemma is the key to characterizing the set of e-variables for P.

Lemma 5.4. A distribution u € My belongs to P if and only if fX fdu = fX frdu for all
measurable functions f bounded below.

Proof. Fix € Mj. We have the following chain of equivalences:
HEP & pu=pr & / fdu = / fdpy for all measurable f bounded below,
X X

where the first equivalence follows from the definition of P and of u, for the forward impli-
cation, and Lemma 5.2(i) for the reverse implication. Thanks to (5.1), the third statement in
the above display is in turn equivalent to [ v fdu = / y frdp for all measurable functions f
bounded below. This completes the proof. O

Theorem 5.5. The set £ of all e-variables for P consists precisely of those [0, co]-valued
measurable functions that are pointwise dominated by an e-variable of the form

1+f_f7r

for some [—1, co]-valued measurable f such that fr < 0. Moreover, every function of this form
is an exact e-variable, meaning that the e-variable property holds with equality for all u € P.

Proof. Let f be a [—1, o0]-valued measurable function such that fr < 0, and note that, in
addition, fr > —1. This ensures that h = 1+ f — f, is a well-defined [0, co]-valued function,
and that we may compute [, hdy = 14 [, fdu — [, fzdp = 1 for every p € P, using
Lemma 5.4 in the last step. This shows that every function of this form is an exact e-variable.

Conversely, let h be an e-variable and set f = h — 1. Fix any xg € X and consider the
symmetrization u = (dz,)~ of the Dirac mass at xg, which belongs to P due to Lemma 5.2(i).
Thanks to (5.1) and the e-variable property of h we have fr(xo) = [y fr(2)0g,(dx) =
S f(2)(0z)x(dz) = [ fdpu < 0. Thus fr <0, and we have h <1+ f — fr pointwise. O
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So far we have not made use of the abstract characterization of e-variables, Theorem 2.2.
Indeed, we were able to describe £ completely without it. We may however use the abstract
theorem in a different way: our next result provides a general method of identifying constraint
sets @ that generate P, and the abstract theorem then ensures that any e-variable can be
approximated in the weak sense using conic combinations of the constraint functions.

A set F of bounded measurable functions is a separating set for M if, for any u € M,
one has p = 0 if and only if [, fdu =0 for all f € F. Such a set separates any two distinct
measures pi, o in the sense that there is some f € F such that fX fduy # fX fdpo. Next, a
generating set for X is a subset Yy such that any o € ¥ can be expressed as ¢ = 0102+ 0y
for some n € N and o01,...,0, € 9.

Theorem 5.6. Let F be a separating set for M, and ¥¢ a generating set for . A distribution
p belongs to P if and only if [ (f(ox) — f(x))u(dx) =0 for all o € Xy and f € F. In other
words, P is generated by the constraint set

O={o"f—f:0€X), fe FU(-F)}

Proof. The forward implication follows because for any pu € P and any bounded measurable
function f, [, f(ox)u(dz) = [ f(x)(owp)(dz) = [ f(x)pu(dz). We thus focus on the reverse
implication and assume that

/X (f(o) — f(2))u(dz) = 0 (5.2)

for all o0 € 39 and f € F, where u € M; is fixed. We let £, denote the space of all bounded
measurable functions on X.

Because F is separating, its span is o(Lp, M)-dense in L;. Indeed, if the span were
not dense, the Hahn—-Banach theorem would yield a nonzero measure vanishing on the span,
contradicting that F is separating. Furthermore, the map f — [y f(ox)u(de) = [ fd(owp)
is o(Ly, M)-continuous by definition of the topology. Combining these two facts, we deduce
that (5.2) holds for all o € ¥y and all f € Ly.

Next, fix any ¢ € ¥ and f € L, write 0 = 01090, for some o1,...,0, € Yg, and
set fi(x) = f(oy---ox) for i =1,...,n— 1 as well as fo(z) = f(z). We then have f;(x) =
fi—1(oyz) and fr—1(opx) = f(ox), and hence also the telescoping sum

n—1

flox) = f(x) = (filoww) — fi(x)).

=0

Since each f; belongs to £, we may use that (5.2) holds for functions in £, and group elements
in Yo to obtain

n—1
/X (o) = F@plde) = 3 /X (filoiz) — file))u(dz) = 0.

This shows that (5.2) actually holds for all o € ¥ and all f € L. By integrating over ¥ and
using Fubini’s theorem, we obtain [ y frdp = f y fdu for all f € L, and then by monotone
convergence for all measurable f bounded below. Lemma 5.4 now yields p € P. O
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Example 5.7. A finite sequence of random variables X1, ..., X, is exchangeable if and only
if its joint distribution is invariant under the symmetric group 3(n). The cardinality of 3 (n)
is n!, and the (left and right) Haar probability measure 7 is simply the uniform distribution
assigning mass 1/n! to each permutation. The symmetrization of any probability measure p
on R™ is then

1 _ 1
pe(A) = — > poT ) = — > p(oA).
" oe(n) T oeX(n)

Moreover, the e-variables in Theorem 5.5 take the form

1+ f(z Zfax

JEZ

for some [—1, 00)-valued measurable f such that its symmetrization % Zaez(n) f(ox) is non-
positive. In particular, all e-variables for this hypothesis are finite, because otherwise the
symmetrization could not possibly be nonpositive (and the same would hold for any finite
group). Alternatively, one can actually write any e-variable as

9(x)
a1 Loenn) 9(0T)
using any [0, 00)-valued measurable function g and interpreting 0/0 = 1. One can move

between these two representations easily. In one direction, given f, define g(z) =1+ f(x) —
% EaeE(n) f(ox) and note that its symmetrization equals one to conclude that the above two

expressions are equal. In the other direction, given g, define f(x) = (g(x)/ > oesn) 9(0x))—
1 and note that its symmetrization equals zero to reach the same conclusion.

Nezxt, while ¥(n) contains n! elements, it admits small generating sets. For instance, in
the context of Theorem 5.0, one may take X to consist of only two permutations: the trans-
position o192 : (1,2,3,...,n) — (2,1,3,...,n) and the cyclic permutation oo : (1,2,...,n) —
(n,1,2,...,n—1). One could take F to be, for example, the set of all bounded continuous func-
tions. Theorem 5.0 then yields that the set P of exchangeable distributions on n observations
s generated by

@ ={oyyf — foosf—[: feTF}

Finally, we note that we could have also derived these e-variables by conditioning on the
unordered set of observed data, which we represent here using the order statistics, X =
(X(l),. n)) Effectively, conditioning on Xy collapses the data distribution on R™ to a
distributzon on the orbit {o X () : 0 € ¥} having n! elements. Under the null P, this conditional
distribution collapses to a poz’nt null hypothesis, which is a uniform distribution over the orbit.
The above e-variables are conditional e-variables in the sense that they satisfy

g(z)
i [ % ZUEE(n) g(oz)

In fact, one can straightforwardly interpret the above e-variable as a likelthood ratio, with
the denominator being the aforementioned uniform, to read off the implied alternative in the
numerator, against which this e-variable is in fact log-optimal. See also Pérez-Ortiz et al.
(2024) for the study of log-optimal e-variables in this context.

X()] <1, upepP.
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6 Admissible e-variables and complete classes

Consider a hypothesis P and its set of e-variables £. Recall that an e-variable h € £ is
admissible if any other h' € £ with h’ > h, P-q.s., actually satisfies h’ = h, P-q.s. The
results in this paper, in particular Theorem 3.1, Corollary 3.3, Theorem 3.10, Theorem 4.3,
and Theorem 5.5, lead to conditions for admissibility. We now elaborate on this aspect of
our results and show that we actually obtain minimal complete classes, defined below, for the
hypotheses under consideration. This generalizes Clerico (2024, Section 3).

Definition 6.1. A complete class of e-variables for P is a subset £ C & such that every
h € &£ is P-q.s. dominated by some h' € £'. A complete class £ is minimal if removing an
e-variable (and all its P-versions) from &’ renders the class non-complete.

For statistical applications it suffices to work with complete classes, and minimal complete
classes are preferable. Clearly & itself is a complete class, but it is not minimal. Existence of
a minimal complete class has some useful implications, recorded in the following result which
extends Clerico (2024, Lemma 3.3) to our more general class of hypotheses.

Lemma 6.2. A minimal complete class £ exists if and only if every e-variable is P-q.s.
dominated by an admissible e-variable. In this case, every h' € €' is admissible, and every
admissible h € € has a version h' € &£'. In particular, a minimal complete class is unique
provided different P-versions of any e-variable are identified.

Proof. We drop the “P-q.s.” qualifier for brevity. If every e-variable is dominated by an
admissible e-variable, then & = {h’ € £: k' is admissible} is a complete class. It is also
minimal, simply because admissible e-variables cannot be strictly dominated. Conversely, if
a minimal complete class £’ exists, then by completeness, every h € £ is dominated by some
h' € &', but by minimality, A’ cannot be further strictly dominated, so it is admissible. This
reasoning also yields the remaining statements. O

Any hypothesis with a reference measure admits a minimal complete class. This extends
Clerico (2024, Lemma 3.6), with a similar proof.

Theorem 6.3. Suppose P admits a reference measure i € My, i.e., u < i for all u € P.
Then a minimal complete class exists.

Proof. We use an argument from Ramdas et al. (2022a) based on transfinite induction to
show that every e-variable is dominated by an admissible e-variable. The result then follows
from Lemma 6.2. We pick any h € £ and recursively define an increasing transfinite sequence
of e-variables hg € £ indexed by the countable ordinals 8. First, hg = h. For a successor
ordinal 8 = a + 1 such that h, has already been defined, if h, is admissible we set hg = hq,
otherwise we choose any hg € & that strictly dominates ho. (Le., hg > hq, fi-a.s., and
hg > hqo with positive fi-probability.) For any countable limit ordinal § = lim,, o, such that
ha € € has been defined for all a < 3, we let hg = lim, h,,,. By the monotone convergence
theorem, hg € £. By transfinite induction, hg € £ for every countable ordinal 3. Consider
now the decreasing [0, 1]-valued transfinite sequence cg = [, e P8dn. This sequence must
become constant for all 8 beyond some countable ordinal 5y; otherwise we would have an
uncountable strictly decreasing sequence in [0, 1], which is impossible. By construction, hg,
is then admissible and dominates h. O
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Unfortunately, as the following example shows, there are hypotheses for which a minimal
complete class does not exist. A different example, involving a certain non-measurable set, is
given by Clerico (2024, Appendix C).

Example 6.4. Let X = [0,1] and let P consist of the standard uniform distribution together
with all measures of the form (5o + 0z)/2 for © € [0,1]. Then & consists of all nonnegative
measurable functions h with fol h(z)dz <1 and h(0) + h(z) < 2 for all x € [0,1]. Note that
x =0 is included here, so that h(0) < 1.

We claim that if h is an e-variable with h(0) < 1, then it cannot be admissible. To show
this, assume h(0) < 1 and let y € (0,1] be such that h(y) < 2 — h(0); such y must exist,
because otherwise fol h(z)dx = 2 — h(0) > 1, contradicting the e-variable property. Then, the
function g with g(y) = 2 — h(0) and g = h elsewhere is still an e-variable, and it strictly
dominates h under (8o + 0,)/2. So h is not admissible.

We deduce from this that the only way an e-variable h can be admissible is if h(0) = 1.
But then h(zx) < 2 — h(0) = 1 for all x € (0,1] so that, as a result, the only admissible
e-variable is the trivial e-variable equal to one. Thus if h(z) > 1 for some x € (0,1] (e.g.
h(z) =2 and zero otherwise) then h cannot be admissible, and it cannot be dominated by an
admissible e-variable. Consequently, due to Lemma 6.2, no minimal complete class exists for
this hypothesis.

In view of this example, it is remarkable that the hypotheses considered in Sections 3-5
do admit minimal complete classes under mild additional assumptions. (We conjecture that
minimal complete classes exist even without these assumptions.)

Theorem 6.5. (i) With the setup and notation of Section 3, the set of nonnegative func-
tions of the form 1 + Z?:l migi, with m € Ri, 15 a complete class for the hypothesis
generated by g1, ...,9q4- If (3.3) holds, this is a minimal complete class.

(il) With the setup and notation of Section /, let £ be the set of functions of the form
[y Pa(@)m(dN) for x € dom(yp*), where hy(z) = YN and 7 € Mi(A).2 Then &'
is a complete class for the one-sided sub-1) hypothesis. Assume now that on Ry, 1 is
the cumulant generating function of some zero-mean distribution i whose support has
a cluster point in the interior of dom(*). There are two cases depending on whether
dom(¢*) contains its right endpoint:

(1) if dom(¢p*) = (—o0, ] with T € [0,00), then £ is a minimal complete class.

(2) if dom(¢*) = (—o0, &) with T € [0,00], then & is a minimal complete class, where
&L C &' is the set of all functions of the form on hx(z)m(d\) for x € dom(¢*),
with m € Mi(Ag) and Ay = [0, Amax)-

(iii) With the setup and notation of Section 5, the set of e-variables of the form 1+ f — fr,
with f being [—1, co]-valued measurable and such that fr < 0, is a minimal complete
class for the hypothesis of Y-invariant distributions.

Proof. (i): This follows directly from Corollary 3.3 (or Theorem 3.10 in the setting with a
reference measure) and Lemma 6.2.

2Recall that A = [0, Amax] and that hy,,, (z) = limapa,,,, €Y for z € X, where X = dom(*).
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(ii): Theorem 4.3(ii) yields that £ is a complete class. Assume now that 1 is the cumulant
generating function of some distribution f as in the statement. We first consider case (1).
The minimality of & will follow from Lemma 6.2 once we show that all e-variables in &’
are admissible. To this end, pick h € & specified by some 7 € M;j(A), meaning that
h(z) = [, ha(z)m(d\) for & € dom(y)*). Let h' be an e-variable that dominates h. By
completeness, h' is further dominated by some h” € &', specified by some 7" € M;(A). We
thus have h”—h > 0 on dom(¢)*). We claim that [,.(h""—h)di = 0. To see this, note that 1 ())
is the cumulant generating function of /i at each A € [0, Amax), so that [ hy(2)a(dz) = 1.
Moreover, because hy(z) < hy(z) < e¥" (@) < oo for x € dom(¢*) and A € [0, Amax), the
dominated convergence theorem yields [y hi,..(z)i(dz) = 1 as well. Thus by Tonelli’s
theorem,

J @) = h)itan) = [ [ ma@tan) @ = man = =(4) = x(a) o

Hence h”(x) = h(x) for fi-a.e. x, and then, by continuity, for all 2 € supp(fz). Since h and h”
are real analytic in (—o0o, Z), and since supp(f) has a cluster point there, the identity theorem
for real analytic functions (see e.g. Krantz and Parks (2002, Corollary 1.2.7)) implies that
W' = h on (—o0,Z) and then by continuity on dom(v¢*). It follows that A’ = h on dom(y)*),
showing that A is admissible.

Consider now case (2). Then hy,_, (z) = 0 for all z € dom(¢)*). Indeed, if Apax < 00, this
follows from the fact that ¢(\) — 0o as A T Apax by virtue of being a cumulant generating
function. If Apax = 00, we pick y € (2,Z) and note that hy(z) < e *¥=2)+¥" ) which tends
to zero as A — co. As a result, any h € &', specified by 7 € M;(A), is dominated by h' € &}
specified by 7’ = 7(- N Ag) + (1 — 7({Amax}))d0 € M1(Ag). Thus &) is a complete class. The
proof of minimality works as in case (1) on replacing £ by & and A by Ag. (Note that since
Ao does not contain Apay, there is no need to establish [}, hy,,..(z)f(dz) = 1, which does not
hold in the setting of case (2).)

(iii): This follows directly from Theorem 5.5 and Lemma 6.2, noting that exact e-variables

(see Theorem 5.5) are necessarily admissible. O

7 Optimal e-variables

We now consider the problem of finding optimal e-variables in the set £ of all e-variables for
a given hypothesis P. We work with a general class of objective functions defined in terms of
the following data:

o Alternative hypothesis: any family O C M of probability measures such that QO < P,
meaning that every P-negligible set is also O-negligible.

e Ulility function: a nondecreasing upper semicontinuous function U: [0, 00) — [—00, 00)
that is linearly bounded in the sense that there exist a € R and b > 0 such that

U(z) < a+ bz for all x € [0,00).

e Penalty function: an arbitrary function y: @ — R.
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The objective function is defined in terms of these data as

U(h) = ot { | vtnda- x(Q)} e,

with the convention that the integral is —oco whenever [, U(h)~dQ = oo. This covers several
criteria appearing in the literature:

Example 7.1. (i) With a simple hypothesis Q = {Q}, log-utility U(x) = log(z), and van-
ishing penalty function x = 0, one maximizes e-power (Ramdas and Wang, 2025, Ch. 3),
thus obtaining (assuming the optimal value is finite) the log-optimal GRO e-variable or
numeraire of Grinwald et al. (2024); Larsson et al. (2025).

(il) More generally, log-utility can be replaced with any proper concave function U. By
concavity, such a function is automatically linearly bounded. Examples include the power
utilities considered by Larsson et al. (2025, Section 6) and those used by Koning (2025).

(i) If, instead, we keep log-utility, let Q be composite, assume that both P and Q admit a
common reference measure, and maintain a zero penalty function, we obtain the GROW
e-variable problem of Grinwald et al. (2024). Of course, we can again work with general
concave utility functions.

(iv) Still in the composite setting with reference measure and log-utility U (x) = log(z), allow-
ing a bounded penalty function x yields the REGROW e-variable problem of Grinwald
et al. (2024). The main example is X(Q) = supyce [ U(h)dQ, the optimal e-power for
the point alternative Q. The objective function U(h) can then be interpreted as (the neg-
ative of ) the worst-case regret of using h instead of the e-variable with optimal e-power
for the particular alternative Q € Q that actually generated the data. Note that our
setup does not require the penality function x to be bounded.

(v) Any continuous variational preference in the sense of Maccheroni et al. (2006) is rep-
resented by a utility U(h) of the above form, with U affine and x a nonpositive function
which, when extended to take the value —oo outside Q, is concave and upper semicon-
tinuous with weakly compact super-level sets; see (Maccheroni et al., 2006, Sections 3.2
and 3.4) for details.

Because U is nondecreasing, so is U in the sense that U(R') > U(h) whenever b/ > h,
P-q.s. and hence Q-q.s. For this reason it suffices to maximize U over a complete class of e-
variables; see Definition 6.1. Several of the results in this paper yield complete classes & which
are compactly parameterized in the sense that there is a compact set Ky and a continuous
map 7 +— h(w) from Ky onto &. The problem of maximizing U(h) over £ thus reduces
to maximizing U(h(7)) over Ky. Thanks to this reduction, the existence of an optimal e-
variable boils down to the standard fact that an upper semicontinuous function on a compact
set achieves its supremum. In contrast, maximizing U(h) directly over £ seems intractable
in general, especially when Q is non-dominated or U is non-concave. We elaborate below on
the details of this reduction in two cases: finitely generated hypotheses and one-sided sub-v
hypotheses. After that we discuss uniqueness of the optimizer.
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Finitely generated hypotheses. Consider a finite constraint set ® = {¢g1,..., 94} and let
P be the hypothesis it generates. We know from Theorem 6.5(i), or directly from Theorem 3.1,
that a complete class is given by all e-variables of the form

d
h=1+ ngi
i=1

with m € Rff_ belonging to the set II? defined in Corollary 3.3. Thanks to Lemma 3.2 we may
always restrict 7 to the set K in (3.1). Defining Ky = K NII®, the problem of maximizing
U(h) over £ thus reduces to

d
sup u(m), where wu(m)= 525{/XU (1 + Zﬂ%) aQ — X(Q)}. (7.1)
i=1

TeKop
The key advantage of this reduction is captured by the following lemma.
Lemma 7.2. The set Ko = K NII% is compact.

Proof. Both K and II® are closed, so it suffices to prove that K is bounded. The argument
is similar to the proof of Theorem 3.1. Suppose for contradiction that there is a sequence
(™ )nen in Ko with ||7"|| — oo, where [|7"| = Zle ml'. After passing to a subsequence and
using that K is closed and contains 7" /||7"|| whenever ||[7"| > 1, we obtain «"/||7"|| — p
for some p € Ky with ||p|| = 1. We then get Zle pigi = limy, o0 (1 4+ Zle 7'gi)/||7"| > 0,
P-q.s. On the other hand, [, Z?:l pigidp < 0 for all p € P. Thus Z?:l pigi = 0, P-q.s.,
contradicting the fact that p € K. We deduce that Ky is bounded. O

It is now straightforward to show existence of an optimal e-variable.

Theorem 7.3. Assume the constraint set is finite, ® = {g1,...,94}, and that
/ (lg1] + -+ ]g4]) dQ < 00 for all Q € Q.
X

Then there exists an e-variable h* = 1+ Z?:l 7 g; with ™ € Ko that achieves the supremum
suppece U(h).

Proof. We need to find 7* € K that maximizes u in (7.1). Since Kj is compact by Lemma 7.2,
it suffices to show that w is upper semicontinuous. Set ¢ = sup{||n||: m € Ky}, which is finite
since K is compact, and note that U(l—}—zgl:l migi) < a+b+bc(|gi|+- - |ga|) for any m € K.
Since the upper bound is integrable under any fixed Q € Q, it follows from Fatou’s lemma
and upper semicontinuity of U that the map = — [, U(1+ Z?Zl m:9:)dQ — x(Q) from Ky to
[—00, 0] is upper semicontinuous. Thus u is upper semicontinuous too, being the pointwise
infimum of a family of upper semicontinuous functions. O

One-sided sub-y hypotheses. We now consider the hypothesis P associated with a func-

tion ¢ as in Section 4. We then get from Theorem 6.5(ii), or directly from Theorem 4.3(ii),
that a complete class is given by all e-variables of the form

h(z) = /A AT YNr(d)), € dom(y*),
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with m € Mj(A). The problem of maximizing U(h) over £ thus reduces to maximizing u(m)
over My (A), where

u(m) = dnf { /X U ( /A e’\$_¢()‘)7r(d)\)> dQ — X(Q)}. (7.2)

Just as in the finitely generated case, this reduction immediately leads to a general existence
result.

Theorem 7.4. Assume P is the one-sided sub-1) hypothesis associated with a function i as
in Section 4, and that

/ e dQ < 0o for all Q € Q.
X

Then there exists an e-variable h*(z) = [, e =¥YN7*(d\) with 7* € My(A) that achieves the
supremum supycg U(h).

Proof. Since A = [0, Amax] is compact, so is M;(A) thanks to Prokhorov’s theorem; see,
e.g., Billingsley (1999, Theorem 5.1). Here M;(A) is equipped with the topology of weak
convergence. Moreover, if a sequence (7, )nen in My (A) converges weakly to a limit 7, then
the integrals [, e** M, (d)) converge to [, eA*~¥Nr(d)) for every z € dom(¢*). Since

U ( / em—W%(dA)) < a+ be?" @
A

for all 7 € M;(A), and since the upper bound is integrable under any fixed Q € Q, the same
argument as in the proof of Theorem 7.3 now yields upper semicontinuity of w in (7.2). It
follows that an optimal e-variable h* of the stated form exists. O

Here is an interesting example where the optimal A* and 7* in Theorem 7.4 are explicit.
We thank one of the referees for suggesting this example.

Example 7.5. Fix a nondegenerate mean-zero distribution pg on X = R with finite cumulant
generating function (X)), A € [0,00). We let the null hypothesis P be the one-sided sub-1)
hypothesis. Next, the exponential family generated by 1o consists of the distributions py(dzx) =
exp(Ar — () po(dx), parameterized by A € [0,00). Fiz some \* > 0 and consider the simple
alternative Q" = py«. Note that QF is not sub-y, because for A > 0,

/ AN Q (da) = / OFANT=BN) =) 1 () — BN B0 () 5 ¢
X X

by super-additivity of 1 for positive arguments. Now, because the function h*(x) = exp(\z —
Y(A*)) is an e-variable by definition of P and, also, the likelihood ratio between Q* and an
element o of P, h* is actually the numeraire, and as such optimal for the log-utility U(z) =
log(x); see Grinwald et al. (2024, Corollary 2) or Larsson et al. (2025, Theorem 4.1). This
identifies h* and ™ = 0\« in this case.

Remarkably, the same h* remains optimal in the sense of GROW if the above simple alter-
native is replaced by the composite alternative Q = {Q: fX x~Q(dz) < oo and fX xQ(dzx) >
m*}, where m* = [, xQ*(dx) = ¢'(X\*). In words, Q consists of all distributions with inte-
grable left tail whose (possibly infinite) mean is at least as large as the mean of Q*. Because
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' is increasing, Q contains in particular all members uy of the exponential family for which
A > X' To see that h* is GROW optimal, first note that any Q € Q satisfies

/X log(h* (x))Q(dz) = A* /

X

2Q(dr) ~ $(N) = A" (V) = [ log(h* (@) Q" (da).

X
On the other hand, since h* is log-optimal for the simple alternative {Q*}, the right-hand
side dominates [, log(h(x))Q*(dxz) for any other e-variable h. This yields the saddle-point
property

/ log(h*)dQ > / log(h*)dQ* > / log(h)dQ*
X X X
for allQ € Q and h € £. The claim that h* is GROW follows.

Uniqueness. Under suitable strict concavity conditions one expects that the e-variable
attaining the supremum is unique. However, since the objective value U(h) is unchanged if h
is replaced by a Q-version, one can only expect uniqueness up to Q-negligible sets. In what
follows, uniqueness will always be understood in this sense. It is clear that if U is concave,
then so is U. We say that U is strictly concave if U(th + (1 — t)h’) > tU(h) + (1 — ¢t)U(K)
holds for all ¢t € (0,1) and all h, A’ € £ that are not Q-q.s. equal. Strict concavity of U implies
uniqueness of the optimal e-variable. However, in the general composite case, strict concavity
of U does not follow from strict concavity of U. We now present a simple sufficient condition
for uniqueness in terms of U and Q.

Theorem 7.6. Assume that U is concave, suppce U(h) € R, and the following condition
holds:

if hi,ho € € and inf <U <h1 + h2> _ U(h1)  U(hs)
QeQ X

9 9 - 9 ) dQ = 0, then h1 = hg, Q—q.s.
Then the optimal e-variable is unique. The above condition holds, in particular, if U is strictly
concave and Q is contained in the convex hull of finitely many mutually absolutely continuous
probability measures.

Proof. Let hi,hs € € be any optimal e-variables, and set h = (hy + hy)/2. We then have

(R p—
+ /X (U(h) U ;U(h2)> dQ}

> %U(hl) + %U(hg) + Ci)relfg/x (U(h) - %U(hl) - ;U(hz)) dQ.

The first line is just the definition of U(h). To justify the second line, note that concavity
of U yields U(h) — U(h1)/2 — U(h2)/2 > 0, and that the negative parts U(h;)", i = 1,2,
are integrable under every Q € Q since supycg U(h) > —oo. The last line follows from the
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definition of U(h;), i = 1,2. We deduce that h is optimal, and then, since the optimal value
is finite, that

égfg/x <U(h) - %U(hl) _ ;U(h2)> dQ = 0.

The assumption of the theorem now yields h; = hg, 9-q.s., showing uniqueness. O

8 Hypotheses expressed as unions

Some hypotheses of interest are naturally expressed as unions of simpler hypotheses. This
happens, for instance, if one imposes an upper bound on the conditional value-at-risk; see
Example 8.2 below. Hypotheses of this form are not generated by constraints in a natural way,
but our results can still sometimes be used to describe their e-variables. This is a consequence
of the following simple but very general result.

Lemma 8.1. Consider an arbitrary collection of hypotheses Py, 0 € ©, and let E be the
set of e-variables for Py. Define the union P = |Jpecg Po, and let £ be the associated set of
e-variables. Then € = (Nyecq Eo-

Proof. A measurable function h: X — [0, 00] belongs to (g & if and only if [, hdp <1
for all 4 € Py and all € ©. But this just says that f € £. O

It is worth mentioning that there is no analog of Lemma 8.1 allowing to reconstruct the
set € of e-variables for an intersection P = (\ycg Po from the individual sets &. Such an
analog would be of interest, because any hypothesis generated by a constraint set ® can be
expressed as the intersection () feo Pf, where Py is the hypothesis generated by the single
function f. To see the obstruction, consider the constraint function f(x) = z. We know from
Example 3.9 that £ is trivial, and thus contains no information about the constraint function
that generated it. It follows that there is no way to use £; and, say, £ where g(z) = 2 —1,
to construct the set of e-variables for the hypothesis generated by f and g, whose e-variables
are characterized in Example 3.6.

We now illustrate how Lemma 8.1 can be used by examining a hypothesis involving a
bound on conditional value-at-risk (CVaR). Interestingly, this example shows that e-variables
can be used to test CVaR without imposing any moment bounds as is done, for instance, by
Agrawal et al. (2021b). Backtesting of CVaR using e-variables has been studied by Wang et al.
(2025). The representation derived below extends the one in their Theorem 5 by removing
the restriction to e-variables that are increasing in z imposed in that theorem.

Example 8.2. Let X = R. For any o € (0,1), the conditional value-at-risk at level a of a
distribution p is given by

feR

CVaRg (1) = min {9 +r ! . /X(x - 9)+,u(dx)} . (8.1)

This formula can be interpreted in terms of the value-at-risk of u at level o, which is the
quantile VaRq (1) = min{z € R: u((—o0,z]) > a}. Assuming that p does not have an atom
at VaRq (1), one has CVaR, () = E[X | X > VaRq(p)] in probabilistic notation, where X is
a random variable with distribution p. A slightly more involved formula holds in the general
case. We refer to Rockafellar and Uryasev (2002, Definition 3) for details.
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For a given level o € (0,1) and threshold ¢ € R, we consider the hypothesis that the
conditional value-at-risk at level o does not exceed ¢, i.e.,

P = {'u (= M1: CV&RQ(,U) < C}'

In view of (8.1), P is the union of the hypotheses Py, each generated by the single constraint
function 0 — ¢ + (x — 0)T /(1 — a). For 6 > ¢, this function is strictly positive, so Py is
empty and can be excluded from the union. We thus restrict to 8 < c. For 8 = ¢, Py consists
of all distributions on (—oo,c|, and admits the single admissible e-variable 1 + 001 (. o0)(T).
For 0 < ¢, we get from Corollary 3.3 that every e-variable for Py is pointwise dominated by
1+79(0 —c+ (z—0)T/(1—a)) for some my € [0, (c—0)t]. We then deduce from Lemma 8.1
that every e-variable for P is dominated by a function of the form

T — +
(0)> A (OO]-(c,oo)(x)) )

h(x)—1+ér<1fc7r9 (9—c+ -
for some mg € [0, (c — 0)7Y]. Here the only role played by the term 001 (¢00)(T) is to ensure
that h(c) = 1. Indeed, for x < c the infimum is negative, and for x > c it is, of course, finite.
Thus the minimum with 0ol (.. (7) has no effect in these cases. But it does have an effect
for x = ¢, since h(c) = 1+ 12 infg.mg(c — ) A0 = 1. It is natural to reparameterize in
terms of wg = mp(c — 0), and we finally arrive at the form

1 z—0\"
1+ inf -1
h(z) = e <1—a<c—9) )’ TF G (8.2)

1, T =c,

where wy € [0,1]. Since the pointwise infimum of a family of continuous functions is upper
semicontinuous and hence measurable, any h of the form (8.2) is measurable. As a result, h
is itself an e-variable for P and, therefore, the functions of this form constitute a complete
class for P in the sense of Definition 6.1.

It is remarkable that CVaR, unlike the mean, can be tested without any a priori moment
bounds. Indeed, taking ¢ = 0 for simplicity, we obtain a nontrivial e-variable by setting
wyp =1 for all § < 0 in (8.2), namely

0, x <0,
h(z) =41, r =0,
1-a)"t, z>0.

Although « is required to lie in (0, 1) above, it is worth noting that with a = 0, CVaR formally
reduces to the mean. In this case any choice of wy € [0, 1] in (8.2) yields a trivial e-variable
h(z) <1, which is consistent with Example 3.9.

9 Hypotheses with relaxed integrability

We now elaborate on the integrability requirement in the definition of P in (2.1). To illustrate
the issue, consider a single constraint function f which is bounded above but unbounded
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below. We can then find p € M; such that [ x fodu is well-defined but equal to —oo. This
measure does not qualify for membership in P. More generally, given a general constraint set
®, it is natural to consider the larger, relaxed, hypothesis

P = {u e Mj: /)(f+du < 0o and /deu € [—00,0] for all f € <I>}. (9.1)

What is the set £ of e-variables for P? It is certainly included in &£, but can the two be
different? Relatedly, suppose we start with a constraint set ® and include a single additional
negative function fy to form &9 = ® U {fp}. How, if at all, does this affect the hypotheses
and their sets of e-variables? Intuitively one might expect that including a negative con-
straint function would not change the hypothesis. In the following discussion we indicate the
constraint sets explicitly by writing P(®), P(®), P(®), and P(®g) for the hypotheses, and
E(P), ete., for the corresponding sets of e-variables.

One may wonder why the theory presented so far does not already operate with the relaxed
definition in (9.1). The reason is that P is in general not a subset of a vector space like M®.
This renders the machinery of topological vector spaces and their duality theory inapplicable.
However, once developed, our theory can be used to draw conclusions about the more general
objects P and 5 as we now discuss.

It is clear that the relaxed hypotheses 73( ®) and ﬁ(@g) are equal, and so are their sets of
e-variables. However, as the following example shows, P(®) can differ from P(®o), and their
sets of e-variables can also be different. Further, it shows £(®g) # £(Pp) in general.

Example 9.1. Let X = N. Consider the constraint set ® consisting of the functions fp,
n € N, defined by fn(x) =1 for x # n and fo(n) = 1 —2". Let &9 = ® U {fo}, where
the negative function fo is given by fo(x) = =2%. For any p = Y D20z in the hypothesis
P(®), the condition fN fndp < 0 translates to the inequality 1 — p, + pp(1 —2™) < 0, or
pn > 27" It follows that P(®) consists of the single measure jp =y 2704, and that E(P)
consists of all nonnegative functions h such that ) h(x)27% < 1. Howewver, fN fodp = —o0,
50 & P(Po). Thus P(o) = 0, and E(Pg) consists of all nonnegative functions on N. In
contrast, the relazed hypotheses P(®) and P(®o) both coincide with P(®), and their (common)
set of e-variables E(P) = E(Py) = E(P). Moreover, because these sets differ from E(Pg), we
see that the relazed definition (9.1) can indeed produce a strictly smaller set of e-variables.

In this example the constraint sets are infinite. We now give a positive result showing that
with a finite constraint set, the above issue cannot occur. It is an interesting open problem
to characterize £(®) for a general infinite constraint set ®.

Theorem 9.2. Consider a finite nonempty constraint set ® = {91,-.-,94}. Let P be the
hypothesis it generates, and let P be the relazed hypothesis defined in (9.1). Then the set £ of
e-variables for P coincides with the set £ of e-variables for P.

The proof relies on the following lemma.

Lemma 9.3. Let p € My and let f1,..., fin be measurable and p-integrable. Then there is a
finitely supported probability measure v such that [, fidv = [, fidp fori=1,...,m
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Proof. Define f: X — R™ by f(z) = (fi(x),..., fm(x)) and set 2o = [, fdu € R™. To prove
the lemma it is enough to show that zy € conv(range(f)), the convex hull of the range of f.
To this end, consider the pushforward v = fyu on R™ and define

C = conv(supp(vy) Nrange(f)).

Suppose for contradiction that zy ¢ ri(C), the relative interior of C'. Then there is some
nonzero v € R such that

u-(z—zp) >0 for all z € ri(C). (9.2)

This implies that u - (2 — 29) > 0 for all z € C, hence y-a.e. Since also

/mu (2 —20)y(dz2) = u - </m (dz) — Zo) _o,

we deduce that u - (2 — 29) = 0, y-a.e. This shows that supp(vy) is contained in the set
{z € R™: u- (2 — zp) = 0}, which is disjoint from ri(C) in view of (9.2). We have established
that C Nri(C) = 0, which contradicts the fact that every nonempty convex set in R has
nonempty relative interior. Thus zg € ri(C) C conv(range(f)). O

Proof of Theorem 9.2. Since P C ﬁ, we always have £ C &. We therefore only have to prove
the opposite inclusion, so we fix any h € £. Assume first that h is bounded. Consider any
W e P and let ¢ be a sufficiently large negative constant to ensure that [,.(g; V ¢)du < 0 for
those i € {1,...,d} such that fX g; dp = oo. Using Lemma 9.3 we obtain a finitely supported
probability measure v such that

/X hdy — /X hp, (9.3)

/ gidv = / gidp, ie{l,...,d} with / g; dp < o0, (9.4)

X X X

/ (g: Ve)dv = / (gi V c)dp, ie{l,...,d} with / g; dp = oo. (9.5)
X X X

Since v is finitely supported, all g; are v-integrable. We thus have from (9.4) and (9.5) that

v € P. Then (9.3) and the fact that h € £ yield fX hdp < 1. Since pu € P was arbitrary, this

shows that h € &. If h € £ is unbounded, then by what we just proved, h An € & for each
n € N, and thus h € £ by monotone convergence. This completes the proof. O

10 Summary and open problems

In various applications, statistical hypotheses are naturally described through constraints on
the data-generating distribution. In this paper, we use the duality theory for locally convex
topological vector spaces, in particular the bipolar theorem, to give an abstract representation
of all e-variables for hypotheses of this kind in a general setting. We then show how the
abstract representation instantiates in several concrete cases. As such, our results facilitate
the use of e-variables for testing hypotheses generated by constraints.
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There are, nonetheless, many important and challenging open problems. One of them is to
describe the set of e-variables for the i.i.d. n-sample hypothesis P®™ consisting of all product
distributions p®" on X™ with p € P, for some hypothesis P of distributions on X. Any
function of the form h(z1,...,z,) = [[i-; hi(x;) with h; € € is an e-variable for P®", as are
all convex combinations of such functions, and their limits. However, not all e-variables arise
in this way in general. For example, suppose P is the set of all distributions on R, so that
P is the set of all laws of real i.i.d. n-samples. Then any h; € £ satisfies h; < 1, and thus so
do e-variables of the product form above, their convex combinations, etc. But, taking n = 2
for illustration, the function h(z1,22) = 21i5, <40} + l{z,—a,) i an example of a nontrivial
e-variable for P®". Can all nontrivial e-variables be characterized?

Another interesting future direction is to extend our results to the sequential setting, where
testing and inference based on e-variables have been proven to be particularly effective. Let
us mention two specific problems whose solutions would be of interest. We formulate these
in a probabilistic language, rather than the analytic language we otherwise use in this paper.

Suppose we observe data X;, t € N, taking values in a measurable space X. We model
(Xt)ien as the canonical process on XN, and let (Fi)ieny with Fi = o(X1,...,X;) be the
filtration generated by the data. We let Fy be the trivial o-algebra. Consider now a finite
constraint set & = {g1, ..., gq} of functions on X, which generates a family P of distributions
on X as in Definition 2.1. We may then examine those distributions P on XN under which
the conditional distributions of the data belong to P. That is,

P(X; € - | Fi—1) belongs to P for all t € N, P-a.s.,
or, equivalently,
Eplgi(X¢) | Fi—1] <0, P-as.,, foralli=1,...,d and all t € N.

Let P denote the collection of all such P. Note that P is a family of distributions over the
entire data sequence, whereas P is a family of distributions over a single observation.

An e-process for P is a nonnegative adapted process (Y;)en, (where Ng = N U {0}) such
that Ep[Y;] < 1 for all P € P and all finite stopping times 7 for the given filtration. E-
processes are the natural analog of e-variables in the sequential setting, and it is of interest to

describe their structure. One can easily construct a large class of such e-processes by setting

Yy =1 and
t

d
Y, = H (1 + Wi,sgi(Xs)> , teN, (10‘1>
=1

s=1
where m; = (m14,...,74:), t € N, is a predictable process taking values in the set 1% defined
in Corollary 3.3. The predictability property means that m; is a measurable function of
X1,...,Xi—1. Any process (Y7)ien, as in (10.1) above is actually a P-supermartingale, i.e., a

supermartingale under every P € P. The e-process property then follows from the stopping
theorem. It is now natural to ask whether every admissible e-process for P is of the form
(10.1), at least assuming the constraint qualification (3.3). Clerico (2025) provides a positive
answer in the natural sequential extension of Example 3.8 for testing if a bounded conditional
mean equals m. It would be of interest to settle the general case as well.

The second open problem concerns the smaller hypothesis P> C P consisting of all i.i.d.
distributions P = ®> on XN with p € P. This hypothesis is significantly smaller than P, so
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its family of admissible e-processes is potentially larger. Can it be described explicitly? How,
if at all, is it related to the family of e-processes for P?

Lastly, one can of course formulate versions of these questions for infinite constraint sets
® as well, and this also leads to interesting open problems.

A Some results from topology and functional analysis

A.1 Closedness, compactness, and continuity using nets

Let X be a topological space. In many cases, for example if X is a metric space, properties
such as closedness, compactness, and continuity can be characterized using sequences. For
example, a set C' C X is closed if and only if C' contains the limit of every convergent sequence
(2n)nen C C. In general topological spaces, this characterization may fail. However, it can be
restored by replacing sequences with the more general concept of nets, also known as Moore—
Smith sequences. We review the basic definitions and facts below, and refer the reader to
Kelley (1975, Chapter 2), Willard (1970, Chapter 4), and Aliprantis and Border (2006, p. 32)
for more details.

Instead of only using the natural numbers N as index set, a net can be indexed by a
general directed set A. This is a nonempty set with a binary relation > that is symmetric
(a > « for all a € A), transitive (¢« > 5 and f > v implies o > ~ for all a, 8,7 € A), and
enjoys the directedness property that for any «, 8 € A there is v € A with v > « and v > S.
The natural numbers with the standard ordering is an example of a directed set; another is
the family of all neighborhoods U of a given point x € X, with U > V if U C V. (Recall that
a neighborhood of a point x € X is any set that contains an open set containing x.) A net
is a map from some directed set A to X, denoted by (x4)aeca in analogy with the notation
for sequences. For brevity we often write (z,) or even just x, for the net (x,)aeca. The net
converges to a point x € X if it is eventually in any neighborhood of z; that is, if for any
neighborhood U of x, there is some o € A such that g € U for all 3 € A with 8 > a. We
express this by saying that “z, converges to x”, or just “z, — x”. Lastly, a subnet of (24)aca
is a net of the form (w,(g))sen, where ¢: B — A is increasing (y > § implies ¢(v) > ¢(f))
and cofinal (for every a € A there is € B such that ¢(8) > «).

Theorem A.1. (i) A set C C X is closed if and only if it contains all limits of nets in C.
(il) A set C C X is compact if and only if every net in C' has a subnet with a limit in C.

(iii) A function f from X to a topological space Y is continuous if and only if xo — x implies
f(xza) = f(z). To be precise, the latter property means that for every x € X and every
net (To)aca i X that converges to x, the net (f(xa))aca in'Y converges to f(x).

Proof. Parts (i) and (iii) are Theorem 11.7 and Theorem 11.8 of Willard (1970). Part (ii)
follows from Theorem 11.5 and Theorem 17.4 of Willard (1970). O

We now specialize some of the above to Euclidean space R?. The Heine Borel theorem
states that any closed and bounded subset of R? is compact. Therefore, Theorem AL1(i)
implies that any bounded net in R has a convergent subnet. We use this fact in the proof of
Theorem 3.1.
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For a net (z4)aca in R one can define the limsup and liminf exactly as for sequences,

liminfz, = lim inf 25 and limsupz, = lim sup zg.
& &3 5204 [e% o BZOC

That is, liminf, 2, is the limit of the net y, = infg>, 3 in the extended reals [—oo, c0].
This net is increasing in the sense that v > « implies y, > y,, and this ensures that the
limit exists. We say that z, converges to infinity if liminf, x, = oo, meaning that z. is
eventually larger than any real number. The case of limsup is analogous. If a net in R4 does
not converge to infinity, meaning that its liminf is finite, it has a bounded subnet. Hence, by
Heine-Borel and Theorem A.1(ii) as above, it has a further subnet that converges to a limit

in Ry. This is again something we make use of in the proof of Theorem 3.1.

A.2 Dual pairs and the bipolar theorem

Here we review some concepts and facts from the classical duality theory of locally convex
spaces. All the required material can be found in Schaefer and Wolff (1999), see in particular
Chapter IV.

Two real vector space F' and G form a dual pair (or dual system) if there is a bilinear
form (-, ) on F' x G that separates points in the following sense: if x € F' and (z,y) = 0
for all y € G, then x = 0; and if y € F and (z,y) = 0 for all z € F, then y = 0. One also
says that (-, -) places F' and G in (separated) duality, and writes (F, G) as shorthand for the
tuple (F,G, (-, -)).

Given a dual pair (F,G), one defines the weak topology o(F,G) as the initial topology
generated by the maps z — (x,y), y € G. That is, o(F,G) is the weakest topology on F' such
that the map = — (z,y) from F' to R is continuous for every y € G. With this topology F is
a locally convex space; see Schaefer and Wolff (1999), Chapter II, Section 5.

For any subset C' C F, the polar of C' (sometimes called the one-sided polar) is the set

C°={yeG: (r,y) <1lforalxzeC}
The bipolar of C' is the polar of the polar,
C°={zeF:(x,y) <1lforally e C°}.

The polar and bipolar are always convex. If C is a cone, meaning that AC C C for every
A € [0,00), then the polar and bipolar are also cones and can be written

C°={yeqG: (x,y) <0forall zeC},
C°={zeF:(z,y) <0forally e C°}.

We make extensive use of the following fundamental result, which we state here for convex
cones. This follows from Theorem 1.5 of Section IV in Schaefer and Wolff (1999) along with
the fact that the convex hull of {0} U C' is just C itself when C' is a convex cone.

Theorem A.2 (Bipolar theorem). If C' C F' is a convex cone, then the bipolar C°° is the
o(F,G)-closure of C.
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A.3 The Krein—Smulian theorem

Let E be a Banach space with norm || - ||. Its dual space E’ consists of all bounded linear func-
tionals on F, and is equipped with the dual norm given by |||’ = sup{p(z): z € E, ||z| < 1}.
The weak* topology on FE’ is the initial topology generated by the maps ¢ — ¢(x) from FE’
to R, where z € E. This is also the topology o(E’, E) coming from the dual pair (E’, E)
with bilinear form (p, z) = p(z); see Section A.2. The following result plays a crucial role in
Section 4. For a proof, see Theorem 12.1 in Conway (1990).

Theorem A.3 (Krein-Smulian). Let (E, | -||) be a Banach space with dual space (E', | -|').
A convex subset C C E' is weak* closed if and only its intersection with every dual ball is
weak® closed, that is, CN{p € E': |o|' <r} is weak* closed for all r € (0,00).
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